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Abstract. Rajasthani paintings are unique and intriguing art forms representing 

India’s rich cultural heritage. However, these ancient master pieces are deterio-

rating due to the passage of time, environmental factors, and human actions. 

Preserving and Restoring these delicate artworks is crucial. One approach to aid 

their digital restoration is leveraging advanced technologies like deep learning. 

This study applies image segmentation and restoration techniques to restore the 

Rajasthani murals in the Mandawa region of rural rajasthan, India. The main 

objective is to segment the damaged murals, generate their corresponding bina-

ry masks and restore the corresponding areas of the damaged image. The re-

search aims to achieve robust and accurate predicted masks for the murals by 

utilizing state-of-the-art deep learning models and using their outputs as inputs 

for image restoration as the final restored output image. Extensive comparisons 

with different segmentation models show that the proposed approach outper-

forms the rest with an mIOU of 0.892. The proposed method also demonstrates 

remarkable inpainting results with an SSIM score of 0.9812 on test images. Re-

sults show that the method achieves promising restoration of damaged ancient 

Indian Wall Paintings. 

Keywords: Image segmentation, Ancient Indian murals, Restoration, Image 

Inpainting, Ensemble approach, STAPLE. 

1 Introduction 

Rajasthani murals, a significant part of India’s cultural heritage, depict vibrant nar-

ratives and are known for their exquisite craftsmanship. However, they have suffered 

various damages over time, including color fading, cracks, peeling, and vandalism. 

Restoring these murals poses unique challenges due to their complexity and fragility, 
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requiring specialized techniques and expertise. Traditional restoration methods are 

time consuming, subjective, and may not capture the original nuances effectively. 

Deep learning models have emerged as powerful tools in computer vision, offering 

promising solutions for mural restoration. Multiple deep learning models such as U-

Net++ [1], DeepLabV3+ [2], PSPNet [3], and FPN [4] were used to accurately and 

comprehensively segment the murals. By combining the predictions of these models, 

segmentation accuracy was enhanced and addressed the challenges of damaged mu-

rals. An ensemble approach using the STAPLE [5] algorithm has been proposed to 

fuse the predictions from multiple models, resulting in a more robust and accurate 

segmentation outcome. Cluster wise training of PConvNet [6] for inpainting, specifi-

cally designed to handle the diverse patterns observed in Rajasthani murals, is pro-

posed. To evaluate the performance of the proposed approach, the dataset was curated 

from the Havelis in the Mandawa region of rural Rajasthan, which serves as expan-

sive galleries of Rajasthani art. The dataset comprises high resolution images captur-

ing intricate details, style variations, and the observed damage of the murals. 

 

 
Fig. 1. Complete Pipeline of Proposed Work. 

 

The proposed work focuses on the development of pipelines to enhance the train-

ing and performance of models in the context of damaged image processing as shown 

in Figure 1: 

– Firstly, a novel pipeline is presented for creating accurate synthetic damaged 

images from healthy image samples. Training models on these artificially generated 

damaged images can improve performance in handling real world damaged images. 

– Secondly, a robust, non-redundant, and accurate damage detection and segmen-

tation pipeline is introduced. By incorporating multiple models and algorithms, the 

reliability and effectiveness of the segmentation process are enhanced, ensuring its 

applicability across diverse scenarios. 

– Lastly, an inpainting pipeline that utilizes edge based clustering to enhance the 

accuracy and specialization of the missing region restoration process is presented. 

This approach enables the generation of visually coherent and semantically consistent 

inpainted images, contributing to the overall improvement of the image restoration 

process. 
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2 Related Works 

Segmentation and restoration of paintings are an active research field. In the follow-

ing sections, recent development in the field is discussed. 

 

Conventional Methods: Traditional methods for picture segmentation include unsu-

pervised and semi-supervised machine learning methods such as Region Growing [7], 

which begins with a seed point or region and iteratively expands by adding neighbor-

ing pixels that fulfil predefined similarity criteria. It gradually builds coherent regions 

based on local similarity metrics, allowing picture regions with comparable properties 

to be segmented. 

Watershed Transform [8], a region based segmentation algorithm that considers pic-

ture pixels as a topographic surface, segments regions by filling basins with water, is 

another frequently used method. 

 

Deep Learning Techniques: Semantic image segmentation is a widely used tech-

nique in which an image is pixel wise labeled into its constituent categories. It in-

volves an encoder decoder structure, where the encoder captures high level features of 

the input image, and the decoder up samples and refines these features to produce a 

segmentation map. Popular approaches involve training models like U-Net with bina-

ry masks [9,10] or modifying existing models to suit specific requirements. For ex-

ample, attention mechanisms can be integrated to selectively emphasize relevant fea-

tures like cracks, during segmentation, improving the model’s ability to capture essen-

tial information. Additionally, specialized masks, such as dusk like and jelly like 

masks [11], are used for texture synthesis testing and restoration in e-Heritage conser-

vation, representing different types of damage. 

Advanced methods combine image processing and artificial intelligence based meth-

ods such as such as Delaunay triangulation based interpolation and exemplar based 

inpainting [12]. These techniques drive innovation in the field and enhance the digital 

restoration of historical artefacts by improving the restoration of damaged areas. 

3 Methodology 

This section describes the pipeline used for the image segmentation process. A da-

taset of 488 high resolution clean images (6000x6000 pixels) was carefully collected 

for effective model training. These images were sourced from the ancient murals in 

the Havelis of the Mandawa region in rural Rajasthan. Additionally, damaged images 

and their corresponding binary masks were included in the dataset to facilitate the 

training process. The following sections will present further details on the data collec-

tion and preparation process, providing a comprehensive overview of the methodolo-

gy employed. 
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3.1 Dataset Generation 

Creating an adequate dataset is crucial for training and evaluating damage segmenta-

tion algorithms. This section focuses on two key aspects: masks which depict the 

regions of damage and textures which define the appearance of damage, and using 

them with clean images to create a synthesized damaged image. These processes were 

vital in generating the necessary data to train and test the proposed damage segmenta-

tion framework. 

 
Fig. 2. Examples of masks generated. 

 

Mask Generation: The mask generation process involves applying pixel wise 

AND operations on the initial mask set created using binarization of random images, 

creating random white patches resembling damage patterns. From these images, 897 

binary masks were crafted. These binary masks were used as input for the Stylegan2-

ADA [13] framework to generate the final set of binary masks, as shown in Figure 2. 

In total, 5,000 masks were generated for further processing, of which 90% was used 

as the training set and 10% was used as the test set. 

 

Texture Generation: A total of 875 texture images were collected to generate 

the final textures. This collection included 205 diverse texture images from internet 

stock repositories, 220 AI-generated images for unique textures, and 450 images ex-

tracted from damaged sections of real murals for authentic and relevant samples. 

These texture images were then used as input data for the Stylegan2-ADA [13] 

framework to generate customized textures as shown in Figure 3. 

 

 
Fig. 3. Example of textures generated. 

 

Damage Image Creation: Originally captured clean images (6000x6000 pixels) 

were divided into smaller grids (512x512 pixels) to augment the in-house dataset. To 

imitate real damage on clean images, dataset preparation pipeline includes the follow-

ing steps: The following steps outline the pipeline as shown in Figure 4: 



5 

 
Fig. 4. Complete pipeline of Damage Generation 

 

– Stylized Image Generation: Two images with artistic filters or transformations 

were generated using clean images and a texture source. One image represents dam-

aged patches, while the other represents non-damaged parts. 

– Segmentation and Separation: By overlaying a binary mask, damaged and 

non-damaged regions in both stylized images were segmented and separated, ensuring 

an accurate representation of each area. 

– Result Combination: Finally, the results were merged from the damaged and 

non-damaged stylized images, creating a synthesized damaged painting that mimics 

real instances of damaged artwork. This process captures the characteristics and ap-

pearance of actual damaged images. 

Using these steps, 5,000 synthesized damaged paintings were created a dataset 

that accurately represent the desired characteristics for the research. These addi-

tional samples were used to train the models further. 

3.2 Damage Segmentation 

Next step in the pipeline is segmenting damaged regions from the damaged images 

and generate a binary mask using the proposed method. The steps followed is dis-

cussed in the subsequent sections. 

 

Image Preprocessing: Before segmentation, images underwent crucial pre-

processing. This included enhancing color saturation, brightness, and sharpness while 

introducing controlled noise levels as shown in Figure 5. These improvements made 

the images visually appealing, representative of the scene, and captured finer details, 

thus facilitating better performance of the segmentation model. Controlled noise lev-

els introduced variations that mimicked real world scenarios. The pre-processing 

workflow improved the dataset and segmentation model performance. Images were 

finally divided into 512x512 patches to preserve details during segmentation and 

inpainting. 
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Fig. 5. Steps for data preprocessing. 

 

Segmentation Models: The Segmentation model divides an input image into mean-

ingful regions or objects and labels pixels or areas based on their category. In this 

study, four segmentation models were employed from Segmentation Models which 

are U-Net++ [1], DeepLabV3+ [2], PSP Net [3] and FPN[4], and transfer learning 

was applied to harness the capabilities of pre-trained models by adapting them to new 

tasks or datasets. 

– UNet++: UNet++ [1] extends UNet with nested and dense skip connections, im-

proving segmentation performance. It captures multiscale information and promotes 

feature fusion. 

– DeepLabV3+: It is an advanced segmentation model that enhances accuracy with 

dilated convolutions and atrous spatial pyramid pooling. It uses an encoder decoder 

architecture with skip connections to capture multiscale information and achieve pre-

cise delineation. 

– PSPNet: It is a powerful image segmentation model that captures rich contextual 

information at different scales. It improves scene understanding and segmentation 

accuracy by incorporating comprehensive contextual details. 

– FPN: FPN (Feature Pyramid Network) [4] is an image segmentation model that 

leverages feature pyramids to incorporate contextual information and enhance seg-

mentation accuracy. By integrating it, multiscale features can be extracted, and pre-

cise segmentation of complex visual scenes can be achieved. 

 

Loss Functions: In our scenario, the objective is to segment damaged areas within an 

image; two specific loss functions were employed: – Cross-Entropy Loss (LCE), 

Dice Coefficient Loss (LDC). 

Final Loss: The same final loss function is used for all the models for ease of imple-

mentation. The loss term weights were determined by performing a hyper parameter 

search for the custom developed training dataset. 

Lfinal = 0.4LCE + 0.6LDC 

 

STAPLE Algorithm: STAPLE [5] (Simultaneous Truth and Performance Level Es-

timation) [5] is an unsupervised learning expectation maximization algorithm, it com-

putes a probabilistic estimate of the accurate segmentation and measures the perfor-

mance level of each segmentation in a collection. The algorithm considers segmenta-

tion masks combining them optimally to form a probabilistic estimate of the accurate 

segmentation. 
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Fig. 6. The collected masks undergo further refinement using the STAPLE algorithm. 

 

Implementation (Segmentation): Unet++[1], DeeplabV3+[2], PSPNet[3], and 

FPN[4] were selected as the preferred models to detect and segment damaged regions 

in wall paintings. Paired with ResNet152[14], ResNext10132x8d[15], timm-

ResNeSt269e[16], and DenseNet161[17] encoders, these models offer deep and effi-

cient architectures capable of effectively capturing intricate visual patterns. Pre-

trained weights from Imagenet[18] were utilized for transfer learning, leveraging their 

learned feature   representations. 

During training, damaged images and corresponding binary masks were used. The 

Adam optimizer, known for its versatility and efficiency, was employed, along with 

custom loss functions combining Cross Entropy Loss and Dice Loss. The training was 

performed on patches of size 512 x 512, with 100 epochs and a batch size of 8, ad-

justed as needed for different models. The STAPLE [5] algorithm, operating as an 

unsupervised procedure, iteratively refined the segmentation masks for improved 

accuracy. 

The damaged image was fed into the four models in the testing phase, resulting in 

segmentation masks. These masks were processed through the STAPLE [5] algorithm 

to obtain a refined and improved final mask as shown in Figure 6. The refined mask, 

along with the original image, was used for the inpainting procedure, allowing for 

intelligent restoration of the damaged regions based on the precise information pro-

vided by the refined mask 

3.3 Image Inpainting 

For inpainting., the PConvNet [6] was utilized as the preferred model. PConvNet [6] 

has shown strong performance in inpainting tasks involving irregular and variable 

damage patterns, making it highly suitable for the in-house dataset and research ob-

jectives. By integrating PConvNet [6] into the framework as shown in Figure 7, our 

goal is to leverage its inpainting capabilities to restore the damaged regions of the 

murals based on the segmentation masks generated by the damage segmentation mod-

el. In the proposed approach, multiple PConvNet [6] models were trained separately 

on different clusters of datasets, where clusters are formed based on the type of pat-

terns and style present in each patch. Further details on the clustering process are 

discussed in the subsequent section. 

 

Visual Clustering: In the visual clustering step, the proposed approach uses 

VGG16[19] for feature extraction and K-Means clustering to group similar patches. 
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K-Means [20] clustering partitions the dataset into distinct clusters, K=4 yielding the 

best results. These clusters inform the subsequent inpainting process, ensuring tai-

lored treatment based on their specific characteristics. This approach enhances accu-

racy and produces realistic results in image inpainting. The clustered patches are then 

passed to the respective PConvNet [6] models for inpainting. 

 

PConvNet: It applies partial convolution [6] on the damaged image, i.e., it only per-

forms convolution operation on the non-missing pixels to get the contextual infor-

mation of the image, which it later uses to in-paint damaged sections of the image. 

 

 
 

Fig. 7. Result of Visual Clustering of Patches (For k equals 4). 

 

Loss functions: Four loss functions were utilized: Pixel Reconstruction 
Loss(Lvalid, Lhole), Perceptual Loss(Lperceptual), Style Loss(Lstyle), Total Variation 

Loss(Ltv). The total loss as adapted from [6] is the combination of all the above 

loss functions and is shown below: 

 

Ltotal = Lvalid + 6Lhole + 0.05Lperceptual + 120(Lstyleout + Lstyle comp
) + 0.1 Ltv 

 

Implementation (Inpainting): After segmenting the damaged patches, the image 
is divided into smaller patches of size 512 x 512 for inpainting. This ensures the 
preservation of finer details during the inpainting procedure. To extract subtle fea-
tures, such as lines and repeating patterns, the VGG16 model is employed. The 
extracted features are the basis for clustering the patches into four distinct clusters 
using the K-Means algorithm. This clustering approach allows the inpainting 
model to specialize in recovering damages specific to each cluster. The PConvNet 
[6] model, known for its ability to address irregular and variable damage patterns, 
is adopted for the inpainting task. Four individual PConvNet [6] models are 
trained, each focused on recovering damages associated with its respective 
cluster. 
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Fig. 8.  Inpainting pipeline. 

This cluster specific approach results in exceptional accuracy in the inpainting 

process. The restored patches are seamlessly stitched together, generating the 

final restored image with a resolution of 6000x6000 pixels as shown in Figure 8.  

4 Results 

The algorithm development for the complete pipeline is performed in Python on an 

ubuntu machine with i7 processor, 32GB RAM, and Nvidia GTX 1080Ti GPU. The 

proposed method represents a breakthrough in artificial dataset generation in the form 

of synthetic textures and masks for simulating the damaged regions from healthy 

images. As presented in the methodology proposed in Figure 2, diverse and realistic 

binary masks were generated (Comparison shown in Figure 9), including jelly like 

masks [13] resembling authentic damage patterns. The generated masks and their 

quality in terms of different performance indices have been compared in Table 1, with 

earlier published results to mark their effectiveness in inpainting techniques. This 

innovation enhances the dataset’s comprehensiveness and accuracy. Integrating the 

alpha factor and generated textures, as shown in Figure 4, is crucial in replicating 

realistic damage with fidelity, closely mimicking actual damage scenarios. To evalu-

ate and assess the effectiveness of the proposed methodology for generating damage 

segmented masks, a comparison was conducted with other existing methods.  

 
Fig. 9. Comparison: (a) Dynamic (b) Gated Convolution (c) cGAN [21] (d) Proposed 

 

Table 1. Comparison of Mean Intersection over Union (mIOU) scores for different 

segmentation models. 

Segmentation Model mIOU 

UNet++[1] 0.851 
DeepLabV3+[2] 0.873 
PSPNet[3] 0.820 
FPN[4] 0.794 
Proposed Approach 0.892 

 

The proposed methodology for generating damage segmented masks achieved a mI-

oU (mean Intersection over Union) value of 0.892 as shown in Table 1, surpassing all 

other methods in the comparison. The mIoU value was calculated using the 500 im-

ages of the test dataset. This indicates remarkable efficiency and exceptional perfor-

mance in accurately identifying damaged regions. The proposed approach’s high ac-

curacy and consistency make it suitable for practical applications where accurate 
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damage identification is crucial. The generated inpainted regions seamlessly integrate 

with the surrounding undamaged areas while preserving the artistic attributes of the 

original mural. The proposed method demonstrates impressive performance with an 

SSIM score of 0.9812 when tested with 500 images of the test dataset. 

 
Fig. 10. (Left to Right) Damaged Image, Damage Segmentation, Inpainting Result 

 

As depicted in Figure 10, the end to end pipeline excels in dataset generation, damage 

segmentation, and image inpainting, representing a significant advancement in mural 

restoration. 

 

5 Conclusion 

Art forms always played an essential role in human history. The murals present on 

walls of the old Havelis of Rajasthan represent a significant vibrant form of open art 

which are now in a deserted state. The proposed work presents a framework for the 

digital restoration of this art form through deep learning-based methods. The frame-

work consists of an array of modules comprising synthetic damaged data generation, 

visual clustering, and inpainting as a whole. The proposed method advances the field 

by providing a more sophisticated and effective approach to artificial dataset genera-

tion. The utilization of diverse binary masks and the incorporation of the alpha factor 

and generated textures contribute to a higher level of realism in the simulated damage. 

Incorporating results of various segmentation models using the STAPLE algorithm 

ensures the robustness and accuracy of damage segmentation. Clustering the images 

and training PConvNet separately on each cluster helps us get tailored results for each 

cluster, ensuring better restoration. The future work includes the creation of a VR-

based 3D model for walk-throughs and storytelling by using the restored mural imag-

es for presenting an enhanced 3D version of the Havelis targeting heritage preserva-

tion for coming generations. 
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